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A Tidy Model of How the World Works
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Standards and Practices

To be persuasive we
must be believable; to
be believable we must be
credible; to be credible
we must be truthful.

◮ Edward R. Murrow

... versus...

You supply the
photographs, and I’ll
supply the war.

◮ William Randoph

Hearst
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Improve News Media, Improve How the World
Works
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Improve News Media Analysis, Improve News
Media, Improve How the World Works

Holes in current approach
◮ Time and labor constraints
◮ Case study approach too prone to bias

Statistical machine learning techniques
◮ Fast, scale well
◮ Reproducible results
◮ Designed around predictive tasks

Harness machine learning to power media studies
◮ New predictive framework needed for media study
◮ New design guidelines and metrics needed for machine learning
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Our application: word image in the New York Times

Word Image: a small set of words describing/distinguishing a topic

As a predictive problem:
◮ Predict appearance of a query word q in a document from the document’s

use of other words

Predictive model must be interpretable
◮ Predictor weights must directly and simply drive label
◮ No. of predictors used must be few: sparse model approximation
◮ The faster predictors can be computed, the better

Chosen predictor words form a set known as the Word Image for q

Word image must be evaluated two ways:
◮ Can labels (appearance indicator for q) be effectively predicted?
◮ Are the chosen words meaningful w.r.t. q?
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Our approach: feature selection techniques
from text classification

Independent variable:
Feature selection process

Dependent variables:
Semantic/predictive
performance

Experiment is conducted
repeatedly across 47
queries in order to broadly
test the effects of the
choice of feature selection
process.
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Feature Selection Methods

Positive doc. set I+ = {i | yi = 1}; negative doc. set I− = {i | yi = −1}

Co-occurrence (COOC):

c+
j =

∑

i∈I+

xij

◮ Take 15 words appearing most often in positive documents (highest c+

j

scores)

Delta TF-IDF (DTF): [Martineau09]

d±j =
∑

i∈I±

I(xij > 0)
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j log
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j

d−j
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)

◮ Appearances of rarer words now count more when finding top scorers
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Feature Selection Methods

Bi-normal Separation (BNS): [Forman03]
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◮ Φ(.) the inverse standard normal CDF
◮ Selects words with strong divergence of between-class appearance-rate

χ2 log-likelihood (CHI):
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◮ Select words by ranked p-value for hypothesis “Word j appears at a
different rate between the two classes”
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Feature Selection: l1 Regularized Logistic
Regression (L1LR)

LL1LR(β) = −
m∑

i=1

log
(
1 + exp(−yi(β0 + xT

i β))
)

︸ ︷︷ ︸

classifier loss function

+ λ

n∑

j=1

|βj |

︸ ︷︷ ︸

weight penalty

(1)

L1LR loss function encourages fitting to the data, discourages non-zero
values of β

As λ → ∞, βj → 0 ∀j = 1, . . . , n

By binary search, isolate value of λ which leaves ∼ 15 nonzero predictors

Greater computational complexity than previous four methods, but still
solved efficiently

Brian Gawalt (UC Berkeley) Feature Selection and Word Association March 30, 2010 10 / 16



Selected features: q = “CHINA”

COOC DTF BNS CHI L1LR

year killing [not] recur [not] recurring korea
chinas institutions [not] recurring [not] purified united
north view [not] stalins [not] nazis north
beijing larger [not] kenya [not] marches global
government history [not] marches [not] holocaust countries
states outside [not] eradicate [not] perpetrators russia
mr place [not] victims [not] eradicate states
united death [not] goldhagen [not] kenya chinas
chinese russia [not] holocaust [not] stalins beijing
said world [not] killing [not] goldhagen chinese
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Predictive Performance Results

L1LR, CHI, and DTF do
not have significant
differences from each other

L1LR, CHI, and DTF all
perform significantly
better than both COOC
and BNS
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Human Reader Survey

(Few questions were misidentified in part B)
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Processing Survey Results

Example counts of survey respondent selections...

Toss out any misidentified paragraphs

Two ways that, e.g., L1LR can demonstrate superior quality over COOC:
◮ When head-to-head, L1LR is picked more frequently
◮ L1LR is picked ahead of DTF, BNS, or CHI at a greater rate than COOC

is picked ahead of DTF, BNS, or CHI

Combine p-values from both these hypotheses across all 10 matchups
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Human Survey Results

Scheme a Scheme b p-value

L1LR COOC 0.151
L1LR DTF 0.002

L1LR CHI 0.000

L1LR BNS 0.000

COOC DTF 0.327
COOC CHI 0.000

COOC BNS 0.000

DTF CHI 0.003

DTF BNS 0.001

CHI BNS 0.297

L1LR significantly bests all but COOC

COOC not significantly preferred over cousin DTF

CHI and BNS roundly rejected, except between each other
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Conclusions

L1LR success indicates effectiveness of sophistication in ML approaches

Traditional ML practices wouldn’t yield these images – new design
criteria were applied

Scale and complexity can be easily accomodated

Posing news media analysis problems in a predictive framework in a way
that takes advantage of these and future tools should be encouraged
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